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Overview and Structure

Organisation

Introduction

Rule-based learning

A simple Supervised learning algorithm

Excursion: Avoiding local optima with random search

High dimensional data

Artificial Neural Networks

Decision Trees

k-Nearest Neighbour methods

Probabilistic models

Topic models

Unsupervised learning

Anomaly detection, Online learning, Recom. systems
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Introduction

What is machine learning 7

Wikipedia

Machine learning is a subfield of computer science and artificial
intelligence that deals with the construction and study of systems
that can learn from data, rather than follow only explicitly
programmed instructions.



Introduction

What is machine learning 7

Wikipedia
Machine learning is a subfield of computer science and artificial
intelligence that deals with the construction and study of systems

that can learn from data, rather than follow only explicitly
programmed instructions.

Tom M. Mitchell, The Discipline of Machine Learning, 2006

Machine Learning seeks to answer the question how we can build
computer systems that automatically improve with experience, and
what are the fundamental laws that govern all learning processes’
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Toolchain for Machine learning algorithms
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Artificial intelligence
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Anomaly detection

Data Features Training Performance evaluation Conclusion
12000
10000
8000
6000
4000
2000
0
12 13. 1.4. 15. 16. 1.7. 18. 19
=] 5 = E E 9Dae
Machine Learning and Pervasive Computing
C
1



Introduction Toolchain Applications Data Features Training

Performance evaluation Conclusion

Image segmentation

[m] = =

aQ

Machine Learning and Pervasive Computing




Introduction Toolchain Applications Data Features Training

Performance evaluation Conclusion

Image segmentation

[m] = =

aQ

Machine Learning and Pervasive Computing




Introduction Toolchain Applications Data Features Training

Performance evaluation Conclusion

Image segmentation

[m] = =

aQ

Machine Learning and Pervasive Computing




Introduction Toolchain Applications Data Features Training

Performance evaluation Conclusion

Image segmentation

[m] = =

aQ

Machine Learning and Pervasive Computing




Introduction Toolchain Applications Data Features Training

Performance evaluation Conclusion

Image segmentation

[m] = =

aQ

Machine Learning and Pervasive Computing




Recommender systems
Here: http://www.movielens.org

Predictions Your Movie
for you 3 Ratings Information

HHARKY [Notseen v

istmas (1974) DVD YHS infolimdb|add tag
Comedy, Horror, Mystery, Thriller
WHHHNY [1iotseen +| Blood of Heraes, The (1988) DvD info|imdb
Action, Sai-Fi
[add tag] Popular tags: australia B, fighting B, delroy lindo B
WHRHRKY [Notseen v | Sisters (1973) DVD VHS info |imdb| add tag
Horror, Thriller

WHNKY [Notseen v | Unsane (Tenebre) (1982) DVD YHS info|imdb
Crime, Horror, Mystery, Thriller - Italian, English

[add tag] Popular tags: Giallo B, Ita)

b 8. 8.8 ¢ Mot seen ¥
WRHRRKY [Notsesn v

9} VD WHS infolimdb | add tag
Drama, Horror, Thriller

S, e (CREE) D) RS e et
Horror, Mystery

[add tag] Popular tags: werewolfE

WRKKY [Notssen ~| Dawn of the Dead (2004) 0D YHS infolimdb
Action, Drama, Horror, Thriller

[add tag] Popular tags: mmm,.. brajns,.. B, Zombis Movie B, bn

1]

KAKAXHKY [Notzean ~| Dark Water (Honogurai mizu no soko kara) (2002 DVD YHS info |imdb
Herror, Mystery, Thriller - Japanese




Talking about data

Typical input for Machine-learning algorithms
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Sensors and sensor classes

Typical input for Machine learning algorithms might originate
from sensors

Time
RF
Sensing modalities
Temperature
— Smartphones .
— Smart environments Light
— Sensor networks Audio
— loT Video
— Cars/vehicles snoke
— CCTV

Fingerprint




Introduction Toolchain Applications Data Features Training Performance evaluation Conclusion

Example sensors and classes
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Sensors and sensor classes
MEMS acceleration sensors
E.g. Analogue Devices ADXL

— Low energy consumption, small, cheap, medium precision
MEMS = Micro-mechanical System: Mechanic in Silicon

(Silizium)
Principle Comparison of capacity CS1 and CS2 leads to acceleration
AT REST st cs2 APPLIED ACCELERATION
CENTER __~  ——»
PLATE
TETHER
|  BEAM

I
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Pressure sensors

E.g. IEE about 3-10 Euro

— Very imprecise

Features
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Sensors and sensor classes

Output of sensors has to be further processed typically

Raw electrical signals

Interpretation of signals as electric values
Binary or Real valued representation
Further identification of features

Feature extraction and interpretation
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Features

Features and feature selection

Problem Typically, raw data from sensors is not well suited as
input for Machinle learning approaches
— Noisy
— Not meaningful /expressive
Feature extraction Process the data in order to obtain features
which are meaningful and correlated to respective
classes



Conclusion

Applications Data Features Training Performance evaluation

Introduction Toolchain

Features and feature extraction

What is a feature?

- Sensor data might be hard to interpret

- Multiple aspects might be contained
in a single data stream (hard to
distinguish by ML algorithm)

e.g. Audio
— Loudness
— Energy on frequency bands
— Zero crossings
— Direction changes
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Feature extraction

Pre-process data

— Framing
— Normalisation



Features

Feature extraction

Domain knowledge?
—> betfer set of
ad—hoc features

Features commensurate?
-5 normalise

Pruning of input required?
—> if no, create disjunctive

W\JM“MM le ‘Fea’fwes{o? weithted

sums of features

Independent features?
—> construct conjunctive features
or products of features
Is the data noisy?

— Framing —> detect outlier examples
— Normalisation

Pre-process data

Do you know what to do first?
=> If not, use a linear predictor
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o remove irrelevant/redundant
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Feature extraction

— Identify meaningful features

o remove irrelevant/redundant
features

— Features can be contradictory!
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Feature extraction

Task: Short presentation

@ Which are good/common
features for Machine learning?




Features

Feature selection algorithms

How to identify good/meaningful features?

Feature selection

How to find a good subset of features which is best suited to
distinguish between the classes considered?




Features

Feature selection algorithms

How to identify good/meaningful features?

Feature selection

How to find a good subset of features which is best suited to
distinguish between the classes considered?

Las Vegas Filter

Repeatedly generate random feature subsets and computes their
classification performance



Features

Feature selection algorithms

How to identify good/meaningful features?

Feature selection

How to find a good subset of features which is best suited to
distinguish between the classes considered?

Focus algorithm

1 Evaluate each singleton feature set

2 Evaluate each set of two features

Until consistent solution is found



Features

Feature selection algorithms

How to identify good/meaningful features?

Feature selection

How to find a good subset of features which is best suited to
distinguish between the classes considered?

Relief algorithm

Given a single feature, compute for all samples

Closest distance to all other samples of the same class
Closest distance to all samples not in that class

Rationale: Feature is more relevant the more it separates a
sample from samples associated to other classes and
the less it separates it from samples belonging to the
same class



Features

Feature selection algorithms

How to identify good/meaningful features?

Feature selection

How to find a good subset of features which is best suited to
distinguish between the classes considered?

Pearson Correlation Coefficient

Cov(X,Y)

v/ Var(X)Var(Y)

o Identifies linear relation between input variables x; and an
output y

o(X,Y) =
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Preparation: Sampling of sufficient data
To train a ML algorithm, sufficient training data is required
— Annotated! (Ground-truth)
— Multiple subjects

— Various environmental
conditions (time of day,
weather, ...)




Preparation: Sampling of sufficient data
To train a ML algorithm, sufficient training data is required
— Annotated! (Ground-truth)
— Multiple subjects

— Various environmental
conditions (time of day,
weather, ...)

Example

Electric supply data over 15
years covers 5000 days but only
15 christmas days

— Especially critical events like
accidents (e.g. plane, car,
earthquake) are scarce




Further processing: Importance of sufficient data

Feature selection, training,

testing, validation sets e i i

i

@ Utilise dedicated data sets vahotaﬁtfw
for feature selection and

classifier training

!z

o Pay attention that a
single raw-data sample
could not impact features

i

in both these sets e
’ . X . Py
e Don't train the features il ffanzgflmg ARG
on the training- or test- e
data-set



Selection of Training, Testing and Validation sets

NPRTE L3
22 1 ,Z:l
i

1‘3‘2 ' 5 ‘;; 2 i
How to separate the data to L 15 vahd’a’ﬂbn
train the classifier s p g 10T Ry ;s

@ Utilise dedicated test-,
training- and
validation-data-sets

o Pay attention that a
single raw-data sample B _ N SOy
could not impact features ! P A i

2
itrve 2 b
in both these sets Fel%tures ‘?ﬁaigmg ‘ )Eesffemg,



Evaluation of classification performance

k-fold cross-validation
e Standard: k=10

Set 1 set 2 Setsz ... Set k
,2/ I‘i_zll.zz‘:.:lll 5 “‘2/:“211 I- zli‘ -SZ; z‘l'l-‘ vz/lilr/'rjz,‘ ; . “‘2; o1 |2
Testing  draining training {raining fraining
training  Testing training  fraining Training
training  training Testing fraining fraining

¢ ¢ 0

fraining  training training training Testing



Evaluation of classification performance

Leave-one-out cross-validation

@ n-fold cross validation where n is the number of instances in
the data-set

@ Each instance is left out once and the algorithm is trained on
the remaining instances

@ Performance of left-out instance (success/failure)

Foldi1 Fold 2 Fold 3 ;;i".“"._) Foldin

’framm} Tramw@’rvamn@ ’rrammg). . Trammg)



Evaluation of classification performance

0.632 Bootstrap PR .'2_

o 31

@ Form training set by choosing n 2 ;2,'g 11:25 b e
instances from the data-set .@@ 2’-;%')’2; fiéfﬁzl 2 )
with replacement T2y 1?| 4 L N ";’);%,5

@ All not picked instances are used & = Rz ‘ 2':'.'2 ' %2
for testing _ -

o Probability to pick a specific LB, SIS I
instance: 58 & '; . )

0o 1. e g
1-(1-1)"~1-e1~0632 training festing
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Performance evaluation

Evaluation of classification performance

Evaluation of classification performance

Classification

22 28 &
Aw &2 i 6 0
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e . Ti 40 59
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Sr| 4 15 6 1
1 24
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Evaluation of classification performance

Predicted class

wq TUE False

@ | positive | negative

T

T

g

<o Fa!s_e Trug
positive | negative
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Evaluation of classification performance

Precision

Of all samples that were predicted with
y = 1, what fraction actually belongs to
class 17

Recall

Of all samples that actually belong to class
1, which fraction has been correctly
predicted with y =17

Actual class

(=)

Performance evaluation

(=]

Predicted class

1 (1]
True False
positive | negative
False True
positive | negative




Performance evaluation

Evaluation of classification performance

Precision

True positive

Predicted class

True positive + False positive w1 TF'U? False
& | |positive|| negative
(¥
®
3
g o Fa_ls.e TrueT
positive | | negative

N/



Performance evaluation

Evaluation of classification performance

Precision

True positive

Predicted class

True positive + False positive wq Trug False
& | |positive | negative
(¥
g
:
False True
<o

positive |negative

True positive
True positive + False negative
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Evaluation of classification performance

Precision

Predicted class
o 2 TR n

True positive 1

True positive + False positive 02
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Performance evaluation

Evaluation of classification performance

Precision

True positive

True positive + False positive

Recall

True positive

True positive + False negative

Predicted class
2 P n
1TP
ﬁ 2 TP
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T . TP
S .
S TP
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Evaluation of classification performance

Precision

Predicted class
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True positive 1
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Performance evaluation

Evaluation of classification performance

Precision

True positive

True positive + False positive

Recall

True positive

True positive + False negative

Predicted class
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ﬁ 2/ [TN
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Evaluation of classification performance

Precision

Predicted class
o 2 LR n
True positive 1/TP|FN|FN|FN]FN]FN]FN
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Evaluation of classification performance

Precision

True positive
True positive + False positive

True positive 6

True positive + False negative

Predicted class
e n
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Evaluation of classification performance

Precision
Predicted class

n
True positive TPENFNFNFNFENFN) D
FP[TN

FPl TN
:|FP N
“|FP ™
FP ™N

N

True positive + False positive

True positive &

True positive + False negative
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Evaluation of classification performance

Precision

n
True positive 1TPFNIFNIFN/FNIFNIFN))
FPJTN
FPl [TN
2|FP N

True positive + False positive
“|Fp N
FP ™N

Recall
n|FP TN
True positive M

True positive + False negative

Predicted class

N

Actual class
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Evaluation of classification performance

Tradeoff between precision and recall

Recall

\

0 Precision 1



Performance evaluation

Evaluation of classification performance

Tradeoff between precision and recall

. . A
Precision 1+

True positive

True positive 4+ False positive

Recall

When we want to predict a particular
class only if very confident = High L
precision, Low recall 0 Precision 1




Performance evaluation

Evaluation of classification performance

Tradeoff between precision and recall

1}

>

True positive
True positive + False negative

Recall

When we want to minimise false
negatives = Low precision, High
recall 0 Precision 1~




Performance evaluation

Evaluation of classification performance

Tradeoff between precision and recall

In order to combine precision and
recall into a single decision variable,
we can use the

Recall

Precision

F{ S 12
il SR Precision + Recall

\/

0 Precision 1



Performance evaluation

Training of the classifier
Evaluation of classification performance

Information score

Let C be the correct class of an instance and P(C), P/(C) be the
prior and posterior probability of a classifier
We define:!

[ { —log(P(C)) + log(P'(C)) if P'(C) > P(C)
’ —log(1 —P(C)) + log(1 — P'(C)) else

The information score is then

1|. Kononenko and |. Bratko: Information-Based Evaluation Criterion for Classifier's Performance, Machine
Learning, 6, 67-80, 1991.



Performance evaluation

Training of the classifier

Evaluation of classification performance

Brier score

The Brier score is defined as

Brier = Z(t(xi) — p(x7))?
i=1
where

1 if x; is the correct class
t(xi) = 0 else

and p(x;) is the probability the classifier assigned to the class x;.



Performance evaluation

Training of the classifier

Evaluation of classification performance

Area under the receiver operated characteristic (ROC) curve

(AUC)

100
80 T S
1

= 2 098 yes
B 3 088 o
% 60 + 4 0.88 yes
S 5 0.6 yes
k= 6 08s yes
< 7 082 yes
S o401 8 080 yes
g 9 080 o
= 10 079 yes
1 077 no

12 076 yes
20 13 073 yes

14 0865 no

15 0.63 yes

16 058 no

0 ) } + ; 17 056 yes

5 20 1 18 049 no
0 20 40 ol 8 00 n ot e

False Positives (%)
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Continued from next week ...
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Conclusion

Questions?

Stephan Sigg
stephan.sigg@cs.uni-goettingen.de
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Literature

e C.M. Bishop: Pattern recognition and machine learning,
Springer, 2007.

@ R.O. Duda, P.E. Hart, D.G. Stork: Pattern Classification,
Wiley, 2001.

Pattern
Classification
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