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SDN Controllers

ASDN promise® facilitate network management and ease
the burden of solving networkingroblems

AMain meansthe logicallycentralized control offered by a
network controller (or network operating system (NOS))

ACrucialvalue of acontrolleris to provide abstractions,
essential services, and common application programmin
Interfaces (APIs) to developers
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Controller interact both northbound and southboun
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CentralizedControllers

ASingleentity that manages all forwarding devices of the
network.

ASingle poinof failure and may have scaling limitations.

AMay not be enough to manage a network with a large number of
data plane elements.
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CentralizedControllers Examples

Abh-kth-3 .SIO2ys Cf22Rf A3

ANOXMT, Beacorand Floodlight: designeals highly
concurrentsystems
AGoal:achievethroughputrequired byenterprisesand data centers

ABeacorcan deal with more than 12 million flows per second by
using large size computing

AOther centralized controllers such &i®=maor Ryutarget
specific environments (e.g.arrier networks)
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Distributed Controllers

AA distributed controller can be a centralized cluster of
y2RSaX
Ahighthroughput for very dense dateenters

AX 2 &physically distributed set elements
Amoreresilient to different kinds of logical and physical failures

AMultiple data centers interconnected by a wide area
network

AHybrid approach: clustef controllers inside each data center ar
distributed controller nodes Iin the differersites
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Distributed Controllers

AConsistency semantics: weakstrong

AWeak:data updates on distinct nodes will eventually be updated
all controller nodes.

Aimpliesthat there is a period of time in which distinct nodes may res
different values (old value or new value) te same property.

AStrong: alll controllenodes will read the most updated property
value after a write operation.

Almpacton systermperformance
AOffersa simpler interface to application developers.

AFailure recovery
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Distributed ControllersExamples

AOnix HyperFlowHP VAN 5b X hbh{ X 5L{/

AMost offerweak consistencgemantics
AOnlyOnixand ONOS provide (close to) strong consistency

ASomecontrollers tolerating crasfailures

ABut: Controllers do not toleratarbitraryfailures

AAnynode with an abnormal behavior will not be replaced by a
potentially well behaved one
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Distributed ControllersOperation

A Single point of failure

J

— i /‘ A Performance bottleneck
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Spatial Partitioning
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Growing the Control Plane
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Shrinking the Control Plane
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Goals

ABuild a distributed control plane which
ALoad balances

AGrows
AShrinks

MRequires
AL oad estimation at controllers
ASwitch migration protocol
AConsistency protocols
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Kreutz Diego, et al"Softwaredefined networking: A comprehensive

survey.'Proceedingsf the IEEE03.1 (2015): 146.
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SDN Controllers

TABLE VI
CONTROLLERS CLASSIFICATION

Name Architecture Northbound API Consistency  Faults  License Prog. language Version
Beacon [ 56] centralized multi-threaded  ad-hoc API no no GPLv2 Java v1.0
DISCO [155] distributed REST —_ yes —_ Java vl.1l
ElastiCon [22Y] distributed RESTful API Ves no — Java v1.0
Fleet [200] distributed ad-hoc no no —_ —_— v1.0
Floodlighe [ | centralized multi-threaded  RESTful API no no Apache Java vl.l
HF VAN SDN [[54] distributed RESTful API weak yes —_ Java v1.0
HyperFlow [ distributed —_ weak yes —_ C++ v1.0
Kandoo [23(0] hierarchically distributed —_ no no —_ C, C++, Python v1.0
Omix [7] distributed NVF NBAFPI weak, strong  yes commercial ~ Python, C v1.0
Maestro [ | centralized multi-threaded  ad-hoc API no no LGPLv2.1 Java v1.0
Mendian [[92] centralized multi-threaded  extensible API layer no no —_ Java v1.0
MobileFlow [225] —_ SDMN API —_ —_ —_ —_ vl.2
MuL [231] centralized multi-threaded  multi-level interface  no no GPLv2 C v1.0
NOX [26] centralized ad=hoc AFPI no no GPLv3 C++ v1.0
NOX-MT [ centralized multi-threaded  ad-hoc API no no GPLv3 C++ v1.0
NVP Controller [1] distributed — — — commercial e —
OpenContrail [| —_ REST AFI no no Apache 2.0 Python, C++, Java v1.0
OpenDaylight [ 3] distributed REST. RESTCONF  weak no EPL v1.0 Java v1.{0.3}
OMNOS | distributed RESTful API weak, strong  yes —_ Java v1.0
PANE [197] distributed PANE API ves —_ —_ —_ —_
POX [737] centralized ad-hoc API no no GPLv3 Python v1.0
ProgrammableFlow [ centralized —_ —_ —_ —_ C vl.3
Pratyaastha [ | distributed —_ —_ —_ —_ _ —
Rosemary [ centralized ad-hoc —_ —_ —_ _ v1.0
Ryu NOS [! centralized multi-threaded  ad-hoc API no no Apache 2.0 Python v1.{0.2.3}
SMaRtLight [| distributed RESTful API ves yes —_ Java v1.0
SMNAC [Z centralized ad=hoc AFPI no no GPL C++ v1.0
Trema | centralized multi-threaded  ad-hoc API no no GPLv2 C, Ruby v1.0
Unified Controller [171] — REST APFI — — commercial e v1.0
wvane [190] distributed file system —_ —_ —_ _ —_ 16




ControllerArchitectures

TABLE V
ARCHITECTURE AND DESIGN ELEMENTS OF CONTROL PLATFORMS

Component OpenDaylight OpenContrail HP VAN SDN Onix Beacon
Base network Topology/Stats/Switch Routing, Tenant Aundit Log, Alerts, Discovery, Multi- Topology. device
services Manager, Host Isolation Topology. Discovery consistency Storage, manager, and routing
Tracker, Shortest Read State, Register
Path Forwarding for updates
East/Westbound | — Control Node (XMPP- Sync API Distribution YO module | Not present
APIs like control channel)
Integration OpenStack Neutron CloudStack, OpenStack | OpenStack - -
Plug-ins
Management GUI/CLI, REST API GUIL/CLI REST API Shell f GUI | — Web
Interfaces Shell
Northbound REST. REST- REST APIs (configu- | REST API, GUI Shell Onix API (general AP (based on
APIs CONF [201], Java ration, operational, and purpose) OpenFlow events)
APls analytic)
Service Service Abstraction — Device Abstraction API | Network Information —
abstraction Layer (SAL) Base (NIB) Graph
layers with Import/Export
Functions
Southbound OpenFlow, OVSDB, — OpenFlow, L3 Agent, OpenFlow, OVSDB OpenFlow
APIs or SNMF, PCEF, BGP, L2 Agent
connectors NETCONF

Kreutz Diego, et al"Softwaredefined networking: A comprehensigervey.'Proceedingsf the IEEE03.1 (2015): 146.
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¢ K | alotbdiChoice?

al'hereare almostasmany controllersfor SDNsas
thereare{ 5 b @NickFeamster

Which controller should! usefor what problem?



Whichcontroller?

Concep?
Architecture?
Programmindanguageand model?
Advantages Disadvantages
LearningCurve?
DevelopingCommunity?
Typeof target network?
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AThefirst controller
AOpensource
AStable

AabSga bbnlyyY / bb
AOFversionsupported 1.0




NOXArchitecture

Granularity of
Control: Per
Flow

switchesand
attachedservers
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PC Server E View j
OF switch
' wireless OF
OF switch é

switch

Controller
maintains a
network view

OpenFlowis
usedto control
switches
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Whento useNOX

ANeedto uselow-levelsemanticof OpenFlow
ANOXdoesnot comewith manyabstractions

ANeedof goodperformance(C++)
AE.g.productionnetworks
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POX

APOX = NOX in Python

AAdvantages:
Awidelyused maintainedand supported E
ARelativelyeasyto write codefor ;sb
| PO
ADisadvantage

APerformance (Pythois slowerthan C++)
ABut: canfeed POXdeasbackto NOXfor productionuse
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NOX-Python
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cbench"throughput" (flows per
second)

NOX-Python
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Whento usePOX

ALearningtesting, debuggingevaluation

In this class:)

AProbablynot in largeproductionnetworks
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More advancedFloodlight

Alava

AAdvantages:

ADocumentation
AREST ARbnformity
AProductionlevel performance

ADisadvantage
ASteeplearningcurve
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Floodlight
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Floodlight Users

(i/ntel)® ORACLE AN
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JUﬂl :)er Floodlight Adopters:
Lwee® | A Universityresearch
A Networkingvendors
THALES A users

A Developerd startups
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