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Introduction

o Why clustering?

o Limitations of K-mean and other algorithm.

o Density-based Clustering locates regions of high density that 

are separated from one another by regions of low density.  
o Density = number of points within a specified radius (Eps)
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Some definitions

o Core point

o Border point

o Noise point
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DBSCAN

o A noise point is any point that is not a core point or a border 
point.

o Any two core points are close enough– within a distance Eps 
of one another – are put in the same cluster

o Any border point that is close enough to a core point is put in 
the same cluster as the core point

o Noise points are discarded
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Border & Core

Core

Border

Noise

 = 1unit

MinPts = 5
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Concepts: Reachability

Directly density-reachable

 An object q is directly density-reachable from object p if q 
is within the ε-Neighborhood of p and p is a core object.

q p
εε

o q is directly density-reachable 

from p

o p is not directly density-

reachable from q?

7



Concepts: Reachability

Density-reachable:

An object p is density-reachable from q w.r.t ε and MinPts if there 
is a chain of objects p1,…,pn, with p1=q, pn=p such that pi+1is 
directly density-reachable from pi w.r.t ε and MinPts for all 1 <= i
<= n

p

o q is density-reachable from p

o p is not density- reachable from 

q?

o asymmetricq
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Concepts: Connectivity

Density-connectivity

Object p is density-connected to object q w.r.t ε 
and MinPts if there is an object o such that both p
and q are density-reachable from o w.r.t ε and 
MinPts

p

q

r

o P and q are density-connected 

to each other by r

o Density-connectivity is 

symmetric
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Concepts: cluster & noise

 Cluster: a cluster C in a set of objects D w.r.t ε 

and MinPts is a non empty subset of D

satisfying
 Maximality: For all p, q if p C and if q is density-reachable 

from p w.r.t ε and MinPts, then also q  C.

 Connectivity: for all p, q  C, p is density-connected to q w.r.t 
ε and MinPts in D.

 Note: cluster contains core objects as well as border objects

 Noise: objects which are not directly density-

reachable from at least one core object.
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DBSCAN: The Algorithm
 elect a point p

 Retrieve all points density-reachable from p wrt  and MinPts.

 If p is a core point, a cluster is formed.

 If p is a border point, no points are density-reachable from p and 

DBSCAN visits the next point of the database.

 Continue the process until all of the points have been processed.
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DBSCAN: Determining EPS and MinPts

o Histogram analysis

o Supervised validation based on a training set

o OPTIC algorithm
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Evaluation benchmark

o Homogeneity: metrics.homogeneity_score(labels_true, labels))

o Completeness: metrics.completeness_score(labels_true, labels))

o V-measure: metrics.v_measure_score(labels_true, labels))

o Adjusted Rand Index: metrics.adjusted_rand_score(labels_true, 

labels)

o Adjusted Mutual Information:

metrics.adjusted_mutual_info_score(labels_true, labels)

o Silhouette Coefficient: metrics.silhouette_score(X, labels))
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Evaluation
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Demo
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